Article template

Joshua Lee Padgett!?

I Department of Mathematical Sciences, University of Arkansas,
Arkansas, USA, e-mail: padgett@uark.edu

2 Center for Astrophysics, Space Physics, and Engineering Research,
Baylor University, Texas, USA, e-mail: padgett@uark.edu

January 19, 2022

Abstract
Abstract goes here. . .
Contents
1 Introduction 1
2 Monte Carlo approximations 1

1 Introduction

Add an appropriate introduction. . .

2 Monte Carlo approximations

Lemma 2.1. Letp € (2,00), n € N, let (2, F,P) be a probability space, and let X;: Q — R,
i€{1,2,...,n}, be i.i.d. random variables with E[|X,|] < co. Then it holds that

(Bllera) - 2 (o, X0 P))" < (207 (51 - Bxa]) (2.)

Proof of Lemma 2.1. First, observe that the hypothesis that for all i € {1,2,...,n} it holds
that X;: 2 — R are i.i.d. random variables ensures that

E[[EX)] — 2, X)) = E[|: (L (EX] - X))

2.2
=nPE[|Y (BX)] - X5)[7]. 22)



This, the fact that for all # € {1,2,...,n} it holds that X;: & — R are i.i.d. random vari-
ables, and, e.g., Rio [2, Theorem 2.1] (applied with p ~\ p, (Si)icfo,1,..03 O Oy (E[X] —
Xi))ic{oa,.m}s (Xi)ieqr2,.ny O (E[X;] — Xi)icq1,2,....ny in the notation of Rio [2, Theorem
2.1]) assure that

(Bl - HE X)) = (Bl e - xr])

P

<o -]
_ (pnle) [n(EUE[Xl] o Xl}p] )%o]
2/p
= e (B[R] - X, [)
The proof of Lemma 2.1 is thus complete. [

Corollary 2.2. Letp € [2,00), n € N, let (2, F,P) be a probability space, and let X;: Q —
R, i€ {1,2,...,n}, be i.i.d. random variables with E[|X;|] < co. Then it holds that

n 1/p 1Y 1/p
(B[EX] - JECm X)) < (52 (B[ - Exa)f]) ™ (2.4)
Proof of Corollary 2.2. Note that, e.g., Grohs et al. [I, Lemma 2.3] and Lemma 2.1 prove
(2.4). The proof of Corollary 2.2 is thus complete. O

Definition 2.3. Let p € [2,00). Then we denote by &, € R the real number given by

It holds for every probability space (€2, F,P) and every
&, = inf{ ¢ € R: |random variable X: (! — R with E[|X|] < oo that ) (2.5)
1/p 1/p
(E[1X - ELX]P])" < c(B[1X]))”

Corollary 2.4. Letp € [2,00), n € N, let (2, F,P) be a probability space, and let X;:  —
R, i € {1,2,...,n}, be i.i.d. random variables with E[|X;|] < co. Then

(B[ - 2z, x0P])” < = (= ]|x )" 26)

(cf. Definition 2.3).

Proof of Corollary 2./. Observe that Definition 2.3 and Corollary 2.2 show that (2.6) holds.
The proof of Corollary 2.4 is thus complete. O
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