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Lemma 2.1. Let p ∈ (2,∞), n ∈ N, let (Ω,F ,P) be a probability space, and let Xi : Ω→ R,
i ∈ {1, 2, . . . , n}, be i.i.d. random variables with E[|X1|] <∞. Then it holds that(

E
[∣∣E[X1]− 1

n

(∑n
i=1Xi

)∣∣p])1/p ≤ [p−1
n

]1/2(E[∣∣X1 − E[X1]
∣∣p])1/p. (2.1)

Proof of Lemma 2.1. First, observe that the hypothesis that for all i ∈ {1, 2, . . . , n} it holds
that Xi : Ω→ R are i.i.d. random variables ensures that

E
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∣∣p] = E

[∣∣ 1
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= n−p E
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i=1(E[Xi]−Xi)
∣∣p]. (2.2)
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This, the fact that for all i ∈ {1, 2, . . . , n} it holds that Xi : Ω → R are i.i.d. random vari-
ables, and, e.g., Rio [2, Theorem 2.1] (applied with p x p, (Si)i∈{0,1,...,n} x (

∑i
k=1(E[Xk]−

Xk))i∈{0,1,...,n}, (Xi)i∈{1,2,...,n} x (E[Xi] − Xi)i∈{1,2,...,n} in the notation of Rio [2, Theorem
2.1]) assure that(
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(2.3)

The proof of Lemma 2.1 is thus complete.

Corollary 2.2. Let p ∈ [2,∞), n ∈ N, let (Ω,F ,P) be a probability space, and let Xi : Ω→
R, i ∈ {1, 2, . . . , n}, be i.i.d. random variables with E[|X1|] <∞. Then it holds that(

E
[∣∣E[X1]− 1

n
(
∑n

i=1Xi)
∣∣p])1/p ≤ [p−1

n

]1/2(E[∣∣X1 − E[X1]
∣∣p])1/p. (2.4)

Proof of Corollary 2.2. Note that, e.g., Grohs et al. [1, Lemma 2.3] and Lemma 2.1 prove
(2.4). The proof of Corollary 2.2 is thus complete.

Definition 2.3. Let p ∈ [2,∞). Then we denote by Kp ∈ R the real number given by

Kp = inf

c ∈ R :

It holds for every probability space (Ω,F ,P) and every

random variable X : Ω→ R with E[|X|] <∞ that(
E
[
|X − E[X]|p

])1/p ≤ c
(
E
[
|X|p

])1/p

. (2.5)

Corollary 2.4. Let p ∈ [2,∞), n ∈ N, let (Ω,F ,P) be a probability space, and let Xi : Ω→
R, i ∈ {1, 2, . . . , n}, be i.i.d. random variables with E[|X1|] <∞. Then(

E
[∣∣E[X1]− 1

n
(
∑n

i=1Xi)
∣∣p])1/p ≤ Kp

√
p−1

n1/2

(
E
[∣∣X1

∣∣p])1/p (2.6)

(cf. Definition 2.3).

Proof of Corollary 2.4. Observe that Definition 2.3 and Corollary 2.2 show that (2.6) holds.
The proof of Corollary 2.4 is thus complete.
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